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1.  Introduction and questions
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In general, qualitative and quantitative policy le-
arning should complement each other and provide 
fruitful cross-fertilization. The impact of both is ne-
cessary for a real bettering of the policy design and 
operation and the boundary between their separa-
te role is, most of the times, blurred.
This policy brief aims at responding to a series of 
challenging questions: (1) what is data-driven 
policy learning? (2) How to embed data-driven 
policy learning within the policy evaluation cycle? 
(3) Which statistical model can be devised for da-
ta-driven policy learning to promote welfare maxi-
mization? (4) What is the usefulness of data-dri
ven policy learning within the FOSSR project? (5) 
What are main challenges and limitations of da-
ta-driven policy learning? (6) What perspective and 
future development can we envisage for data-dri-
ven policy learning? In what follows, I will try to re-
spond to all these questions. 

Within the perimeter of quantitative (or data-dri-
ven) policy learning, Figure 1 shows a project fun-
ding policy evaluation cycle where ex-post and 
ex-ante quantitative policy evaluation are properly 
integrated (Cerulli, 2022). Let’s describe this 
scheme. 
Given the policy eligibility rules, a unit can or cannot 
be eligible for the policy in question (step 1). If eligi-
ble, she can decide whether or not to apply for re-
ceiving the policy benefit (step 2). If she decides to 
apply (self-selection), then she can or cannot be se-
lected by a technical committee (step 3) that will 
generally evaluate both the CV of the candidate and 
her proposed project. If the candidate passes also 
this step, she will be finally selected for support 
(step 4), thus receiving the treatment and exhibi-
ting a certain behavior (step 5). 
At step 6, the policy maker can quantitatively 
assess – in an ex-post manner – the effect of the 
policy by contrasting – in a counterfactual way – 
the performance of treated and untreated indivi-
duals. This is the so-called ex-post evaluation pro-
cess, carried out using specialized causal inference 
techniques. 
In this framework, policy learning comes up at step 
7, where the policy maker can use results from 
ex-post evaluation for bettering the selection pro-
cess (step 3) with the purpose of increasing policy’s 
welfare effects.

Within the perimeter of quantitative (or data-dri-
ven) policy learning, Figure 1 shows a project fun-
ding policy evaluation cycle where ex-post and 
ex-ante quantitative policy evaluation are properly 
integrated (Cerulli, 2022). Let’s describe this 
scheme. 

Within the perimeter of quantitative (or data-dri-
ven) policy learning, Figure 1 shows a project fun-
ding policy evaluation cycle where ex-post and 
ex-ante quantitative policy evaluation are properly 
integrated (Cerulli, 2022). Let’s describe this 
scheme. 

2.   Topic addressed

Figure 1. Project funding Policy Evaluation Cycle
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Figure 2. Learning process exemples



FOSSR Policy Brief #1  |  October 2023

The FOSSR project has the potential to be an 
exceptional resource for acquiring knowledge and 
expertise to enhance the effectiveness of data-dri-
ven policy learning. One of the primary objectives of 
the FOSSR project is to create innovative tools and 
services for gathering and analyzing data. This in-
cludes assessing policies both retrospectively and 
prospectively, with the aim of aiding users in adop-
ting advanced quantitative methods and software 
solutions for research in the social sciences. 
Through the integration of diverse data sources, in-
frastructures, and skill sets, and by bringing to-
gether a diverse group of experienced and young 
researchers from various fields such as sociology, 
political science, economics, statistics, and compu-
ter science, FOSSR positions itself as a valuable le-
arning platform. This platform supports collabora
tive, interdisciplinary studies and practical 
projects, maintaining a focus on data-driven policy 
learning. 
In the context of this policy brief, the FOSSR project 
envisions the creation of a Policy Learning Pla-
tform (PLP) that will bridge the gap between recent 
theoretical developments in policy learning and 
their practical application in real-world policies. 
Consistent with FOSSR's primary objectives, this 
platform will be open-source and developed using 
threethree software tools: two open-source options 
(Python and R) and one commercial tool (Stata). By 
harnessing and integrating data from the Cessda, 
Share, and RISIS social sciences data infrastructu-
res, this platform will enable researchers, practitio-
ners, and policymakers to anticipate the impacts 
of policies and design targeted policy scenarios 
across a wide range of social domains, including 
immigration, aging, employment, innovation, edu-
cation, and more.

The FOSSR's Policy Learning Platform is expected 
to have a significant impact as a tool supporting 
policy decisions made by policymakers. The PLP 
will offer the following features:
• Open access for policymakers, enabling them to 
construct policy impact scenarios tailored to their 
specific areas of intervention.
•• A user-friendly web interface for the platform's 
data repository, facilitating the importation of ex-
ternal data in standard formats for direct online 
processing and analysis.
• An intuitive desktop interface that presents re-
sults, allowing users to easily explore various policy 
impact scenarios by adjusting specific parameters.
• A straightforward and user-friendly tutorial,
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